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Abstract—We describe an approach to optimization based on a multiple-restart quasi-Hopfield network where the only problem-specific knowledge is embedded in the energy function that the algorithm tries to minimize. We apply this method to three different variants of the graph coloring problem: the minimum coloring problem, the spanning subgraph k-coloring problem, and the induced subgraph k-coloring problem. Though Hopfield networks have been applied in the past to the minimum coloring problem, our encoding is more natural and compact than almost all previous ones. In particular, we use k-state neurons while almost all previous approaches use binary neurons. This reduces the number of connections in the network from $(Nk)^2$ to $N^2$ asymptotically and also circumvents a problem in earlier approaches, that of multiple colors being assigned to a single vertex. Experimental results show that our approach compares favorably with other algorithms, even nonneural ones specifically developed for the graph coloring problem.
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I. INTRODUCTION

Given an undirected graph $G = \{V, E\}$, composed of a set of $N = |V(G)|$ vertices, and a set of $M = |E(G)|$ edges, with $V = \{v_i \mid i = 1 \ldots N\}$ and $E = \{e_{ij} \mid v_i$ and $v_j$ are connected$\}$, a $k$-coloring of $G$ is a partition of $V$ into $k$ sets (color classes) $V_1, \ldots, V_k$ such that $\forall e_{ij}, v_i \in V_l \Rightarrow v_j \notin V_l$. The chromatic number $\chi(G)$ is the smallest value of $k$ such that $G$ is $k$-colorable.

Finding the chromatic number is referred to as the minimum coloring problem, and is known to be NP-hard [14]. The graph coloring problem is interesting not only because it is computationally intractable, but also because it has numerous practical applications, for instance: register assignment in code compilation [15], several CAD problems [8], [13], timetabling [9], and frequency channel assignment [37], [39]. For these reasons, the graph coloring problem has been addressed by a number of approaches over the past few decades. However, no one approach has turned out to be a clear winner.

In recent years, neural networks have been applied to this problem, mostly based on Hopfield or Hopfield-like networks that employ binary neurons. K neurons per vertex have been used to represent the $k$ colors that a vertex may be assigned, increasing the network size (the number of connections) to $(Nk)^2$. In principle $\log k$ neurons would suffice, but no one has come up with such an encoding. Our $k$-state neuron approach originates from the idea that is more natural for a neuron to assume one of the $k$ states that represent the $k$ colors. This eliminates the possibility of conflicts among neurons in the same cluster and allows a more compact network representation with size of the order of $N^2$.

The main benefit of our approach in this paper is that it provides a generic methodology for deriving heuristic algorithms for difficult problems from energy functions in a largely problem-independent manner. Using this methodology on particular energy functions yields particular heuristic algorithms, some novel. Additionally, like most of the neural-network-based algorithms, ours are intrinsically easy to parallelize [32], especially on SIMD parallel computers [10], [23]. Finally, using these methods for solving difficult optimization problems it is easy to tradeoff solution quality versus execution time.

In this paper, in addition to the minimum coloring (MC) problem [Fig. 1(c)], we also solve two other important variants:

- The spanning subgraph k-coloring (SSC) problem is to minimize the number of improperly colored edges while coloring all the vertices in the graph using at most $k$ colors [Fig. 1(a)].
- The induced subgraph k-coloring (ISC) problem is to find the largest set of vertices that can be properly colored using $k$ colors, possibly leaving some vertices in the graph uncolored [Fig. 1(b)].

We will also use SSC and ISC to approximately solve minimum coloring by using a binary search to select the number of colors $k$.

This paper is organized as follows: after a brief survey of the previous work in Section II, we describe the quasi-Hopfield optimizing neural network approach in Section III and propose and analyze three simple energy functions for the three graph coloring problems in Section IV. Then we detail the algorithm and the implementation in Section V and, finally, we report experimental results on benchmark graphs and a comparison with other methods in Section VI.
II. RELATED WORK

After the work by Hopfield and Tank [19], [20] several researchers have addressed the issue of mapping optimization problems onto neural networks. In particular, a number of solutions have been proposed to solve the graph coloring problem.

The earliest efforts were focused on solving the four-colorability problem of planar graphs. Dahl [7] builds a neural network where \(k\) neurons corresponding to the \(k\) colors are assigned to each of the \(N\) regions in the map. An energy function consisting of three terms is then minimized using a gradient descent dynamic. In order to avoid local minima and improper coloring, the value of three parameters requires adjustment according to the map size.

Philipsen and Stok [36] transform the graph coloring problem into the maximum weight stable set problem, building an augmented graph with a clique of \(d\) vertices (where \(d\) is the maximum degree of the graph plus one) for each vertex of the original graph. To enforce feasibility of the solution, they use a previous approach proposed by Peterson and Soderberg [34] based on the mean field theory Potts neuron.

Takefuji and Lee [40] use a Hopfield network with binary neurons to solve the four and \(k\)-coloring problem of planar geographical maps. Their algorithm was later modified by Gassen and Carothers [15] to deal with the more general problem of generic graph \(k\)-coloring, applied to register allocation optimization. Their modification includes a minimization term to reduce the number of colors used. Another extension to the \(k\)-coloring problem of the Takefuji and Lee algorithm was later devised by Berger [1], who modified the energy function in order to guarantee convergence without resorting to the heuristic trimming of parameters necessary to the original algorithm.

Later, Jagota [22] proposed a reduction of the coloring problem to the maximum independent set problem, followed by a mapping onto a Hopfield network. The network would then evolve using a dynamic algorithm called discrete descent, that had been used in earlier works to solve the maximum clique problem [21], [23], and that is also adapted to the modified approach presented in this paper.

An interesting network-based algorithm that also encodes the color of a vertex in the state of a single cell is described in the work by Wu [41]. An array of coupled oscillators is considered as a graph by associating the oscillators to the vertices and couplings to edges. When the array is synchronized, the phase in each oscillator can be considered as the color of the corresponding vertex.

There are several other approaches to the graph coloring problem that do not make use of neural networks [2]–[4], [6], [11], [12], [16], [17], [35], [24], [26]–[28], [31], [33], [38]. The last three of these, which we believe represent the state-of-the-art, will be briefly described in Section VI and compared with our results.

III. THE NEURAL NETWORK

Here we propose a multivalued neural network, where the state \(S_i\) of each neuron can assume one of \(k\) or \(k+1\) different values, that is \(S_i \in \{1, \ldots, k\}\) or \(S_i \in \{0, 1, \ldots, k\}\).

Given an undirected graph \(G\) we build a corresponding neural network composed of \(N\) nodes. An adjacency matrix has elements \(A_{ij} = 1\) if \(\{v_i, v_j\} \in E\); 0 otherwise. Each node \(i\) has an output that corresponds to its state \(S_i\), and receives as input the states of all its neighboring nodes. A specific energy function \(E(S)\) is defined, based on the specific problem. The goal of the algorithm is to minimize the energy.

We will update the network serially, specifically at time \(t+1\) a single neuron \(i\) will be selected and its state \(S(t+1)\) set to a new value \(c\) such that

\[ \Delta E_i(c, t) \equiv E(S_i(t+1) = c) - E(S_i(t)) < 0. \] (1)

Thus, the energy will decrease in every time step. So long as the energy function is bounded from below, the network will always converge to a (local) minimum, that is, the network is globally stable.

IV. ENERGY FUNCTIONS

In this section we propose an energy function for each of the three graph coloring problems mentioned above. For each of them, we give the energy difference according to (1). We then analyze these energy functions to show that they exhibit some desirable properties. In particular we show that the solutions found are feasible and locally optimal, and that lower energy minima yield better solutions.

For the spanning subgraph \(k\)-coloring problem we propose the energy function

\[ E_{SSC}(\vec{S}) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} \delta(S_i, S_j) \] (2)

where \(\vec{S} \in \{1, \ldots, k\}^N\) denotes a color assignment to all vertices of \(G\) from the set of colors \(\{1, \ldots, k\}\). The function \(\delta()\) is a Kronecker delta function (in a slightly different notation) defined as

\[ \delta(a, b) = \begin{cases} 1 & \text{if } a = b \\ 0 & \text{otherwise} \end{cases} \]

with \(a, b\) integers. Here we see that the energy function in (2) simply represents the number of violations, that is, the number of improperly colored edges. Since \(E_{SSC} \geq 0\), for any given \(k\) a (local) minimum \(E_{SSC} = 0\) (locally) minimizes the number of violations and \(E_{SSC} > 0\) corresponds to a properly colored graph.

For the induced subgraph \(k\)-coloring problem we propose the energy function

\[ E_{ISC}(\vec{S}) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} \text{sgn}(S_i, S_j) \delta(S_i, S_j) \]

\[ - \gamma \sum_{i=1}^{N} \text{sgn}(S_i) \] (3)

where \(\text{sgn}()\) is a sign function that returns \(+1\) for positive values and \(-1\) for negative values. The factor \(\gamma\) is a parameter that controls the trade-off between the number of violations and the number of colors used.
where it is important to note that now \( S_i \subseteq \{0, \ldots, k\}^N \), where \( S_i = 0 \) will denote that vertex \( i \) is not colored. The function \( \text{sgn}(\cdot) \) is the sign function, defined as

\[
\text{sgn}(x) = \begin{cases} -1 & \text{if } x < 0 \\ 0 & \text{if } x = 0 \\ 1 & \text{if } x > 0. 
\end{cases}
\]

The (first) constraint term of (3) represents the number of improperly colored edges. We introduce the \( \text{sgn}(\cdot) \) term so that uncolored vertices do not generate improperly colored edges. The (second) objective term represents the number of colored vertices, regardless of their color value. Minimizing this energy function, therefore, means trying to minimize the number of improperly colored edges and at the same time trying to maximize the number of colored nodes. A balance parameter \( \gamma > 0 \) controls the tradeoff between these two terms.

For the minimum coloring problem we propose the energy function

\[
E_{MC}(S) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij}\delta(S_i, S_j) + \gamma \sum_{i=1}^{N} S_i \tag{4}
\]

where \( S \subseteq \{1, \ldots, k\}^N \). Note that uncolored nodes are not allowed. Also note that \( k \) has to be sufficiently large so that a proper coloring of the entire graph is feasible; for instance, we can set \( k = \Delta(G) + 1 \), where \( \Delta(G) \) is the maximum degree in the graph. Here \( \gamma > 0 \) balances the constraint term of minimizing the number of improperly colored edges with the objective term of minimizing the number of colors used.

1) Energy Difference: At each time step we compute the energy differences to implement the serial update so as to satisfy (1). We now compute the energy differences for the three energy functions.

For the SSC energy function (2)

\[
\Delta E_i(c, t) = \sum_{j=1}^{N} A_{ij}[\delta(c, S_j(t)) - \delta(S_i(t), S_j(t))]. \tag{5}
\]

Here, \( \Delta E_i(c, t) < 0 \) if and only if assigning color \( c \) to node \( i \) reduces the number of improperly colored edges among those touching node \( i \).

For the ISC energy function (3)

\[
\Delta E_i(c, t) = \sum_{j=1}^{N} A_{ij}[\delta(c, S_j(t)) - \delta(S_i(t), S_j(t))] - \gamma[\text{sgn}(c) - \text{sgn}(S_i(t))]. \tag{6}
\]

Here, for \( c > 0, \Delta E_i(c, t) < 0 \) if and only if one of the following holds: 1) node \( i \) is uncolored and coloring it \( c \) increases the number of violations less than \( \gamma \) or 2) node \( i \) is colored \( c' \neq c \) and recoloring it \( c \) reduces the number of violations. For \( c = 0, \Delta E_i(c, t) < 0 \) if and only if node \( i \) is colored and uncoloring it reduces the number of violations by more than \( \gamma \).

For the MC energy function (4)

\[
\Delta E_i(c, t) = \sum_{j=1}^{N} A_{ij}[\delta(c, S_j(t)) - \delta(S_i(t), S_j(t))] + \gamma[c - S_i(t)]. \tag{7}
\]

Here, \( \Delta E_i(c, t) < 0 \) if and only if one of the following holds: 1) when \( c < S_i(t) \), recoloring node \( i \) with \( c \) increases the number of violations by less than \( \gamma(S_i - c) \) or 2) when \( c > S_i(t) \), recoloring node \( i \) with \( c \) reduces the number of violations by more than \( \gamma(c - S_i) \). Notice that in both cases one is trading off quality of the coloring versus the number of improperly colored edges.

2) Feasibility: We now show that the local minima of these three energy functions represent only feasible solutions of their associated problems. In the ISC and MC problems we will need to impose specific conditions on the parameter \( \gamma \) for this purpose.

In the case of SSC, any coloring, even an improper one, is feasible, as long as all vertices are colored. In our encoding this is always the case because of our choice \( S \subseteq \{1, \ldots, k\}^N \).

In the case of ISC, a feasible coloring is a coloring that has no improperly colored edges. Intuitively, we see that when \( \gamma \) is large, a local minimum does not necessarily correspond to a feasible solution, i.e., some violations may be present, and that when \( \gamma \) is small all local minima correspond to feasible solutions. Here we determine a critical value \( \gamma^{*}_{\text{ISC}} \) such that for \( \gamma < \gamma^{*}_{\text{ISC}} \) every local minimum is feasible. This value is critical in the sense that we will show a local minimum state in a graph with \( \gamma = \gamma^{*}_{\text{ISC}} \) that is not feasible.

Lemma 1: When \( \gamma < \gamma^{*}_{\text{ISC}} = 1 \) all minima of the ISC energy function (3) are feasible solutions.

Proof: A state \( S \) is a minimum of the energy function (3) when no possible serial update can decrease the energy. Therefore, from (6)

\[
\Delta E_i(c) = \sum_{j=1}^{N} A_{ij}[\text{sgn}(c S_j) \delta(c, S_j) - \text{sgn}(S_i S_j) \delta(S_i, S_j)] - \gamma[\text{sgn}(c) - \text{sgn}(S_i)] \geq 0 \tag{8}
\]

must hold \( \forall i \in \{1, \ldots, N\}, \forall c \in \{0, \ldots, k\} \) (we drop the time dependency for simplicity). Let us rewrite (8) as follows:

\[
\Delta E_i(c) = A(c) - B(S_i) - \gamma C(c, S_i) \geq 0 \tag{9}
\]

where

\[
A(c) = \sum_{j=1}^{N} A_{ij} \text{sgn}(c S_j) \delta(c, S_j)
\]

\[
B(S_i) = \sum_{j=1}^{N} A_{ij} \text{sgn}(S_i S_j) \delta(S_i, S_j)
\]

\[
C(c, S_i) = \text{sgn}(c) - \text{sgn}(S_i).
\]

Here, \( A(c) \) represents the number of edges among those touching node \( i \) that would be colored improperly if node \( i \) were colored \( c \), \( B(S_i) \) the number of edges among those
Fig. 2. An infeasible coloring that is a local minimum for the ISC energy function when (a) $k = 1$ and $\gamma = \gamma_{\text{ISC}} = 1$ and (b) an infeasible coloring that is a local minimum for the MC energy function when $\gamma = \gamma_{\text{MC}} = 1/2$.

touching node $i$ that are colored improperly in the present state, and $C(c, S_i)$ represents the change in the total number of colored nodes that would occur if node $i$ were (re)colored $c$. For $c = 0$, $A(c) = 0$ hence, from (9)

$$B(S_i) \leq -\gamma C(0, S_i).$$

(10)

Since $C(0, S_i) \in \{0, -1\}$, (10) implies $B(S_i) \leq \gamma$. Now, if $\gamma < \gamma_{\text{MC}} = 1$ then $B(S_i) = 0$ since it is an integer, and there are no violations in $S$.

Thus, we have shown that when $\gamma < 1$ every state $S$ which is a local minimum is feasible. To prove that this value is critical, we need simply offer an example: a graph $G$ is two nodes connected by an edge, and $k = 1$ [Fig. 2(a)]. If $\gamma = \gamma_{\text{ISC}} = 1$, then a state in which both nodes are colored 1 is a local minimum but is infeasible. If $\gamma < 1$, on the other hand, the network will converge to a state where one of the nodes is uncolored and the coloring is a minimal coloring.

A feasible solution of the MC problem requires all nodes to be colored properly. Once again, it is easy to see that when $\gamma$ is large, a local minimum will not necessarily be feasible, and when $\gamma$ is sufficiently small all local minima are feasible.

As in the ISC case, we can compute a critical value $\gamma_{\text{MC}}$ such that if $\gamma < \gamma_{\text{MC}}$, we are guaranteed that every local minimum is a feasible solution.

Lemma 2: When $\gamma < \gamma_{\text{MC}} = 1/\Delta(G)$ all minima of the MC energy function (4) are feasible solutions.

Proof: This proof is similar to that of Lemma 1. In a local minimum the following holds from (7): $\forall i \in \{1, \ldots, N\}, \forall c \in \{1, \ldots, k\}$

$$\Delta E_i(c) = A(c) - B(S_i) + \gamma C(c, S_i) \geq 0$$

(11)

where

$$A(c) = \sum_{j=1}^{N} A_{ij} \delta(S_j),$$

$$B(S_i) = \sum_{j=1}^{N} A_{ij} \delta(S_i, S_j)$$

and

$$C(c, S_i) = c - S_i.$$  

(12)

Here too, $A(c)$ represents the number of edges among those touching node $i$ that would be colored improperly if node $i$ were colored $c$, $B(S_i)$ the number of edges among those touching node $i$ that are colored improperly in the present state, and $C(c, S_i)$ is the change in the objective function.

In a local minimum, the graph will be colored with colors from 1 to $k'$, with $k' \leq \Delta(G) + 1$. Therefore, $\forall i, \exists c' \in \{1, \ldots, \Delta(G) + 1\}$ such that $A(c') = 0$, and (11) implies

$$B(S_i) \leq \gamma C(c', S_i).$$

(13)

Since $C(c', S_i) \leq \Delta(G)$, if $\gamma < \gamma_{\text{MC}} = 1/\Delta(G)$ then $B(S_i) = 0$.

As in the ISC case, the value $\gamma_{\text{MC}} = 1/\Delta(G)$ is critical. As an example, consider a three-node graph completely connected [Fig. 2(b)], where $\Delta(G) = 2$ and $\gamma_{\text{MC}} = 1/2$. A state in which two nodes are colored 1 and the third node is colored 2 has one violation. However, if $\gamma = \gamma_{\text{MC}}$, this state is a local minimum. On the other hand, if $\gamma < \gamma_{\text{MC}}$, the energy function will converge to a feasible state where either one of the nodes that are colored 1 is recolored 3.

3) Local Optimality: Feasible solutions can be arbitrarily poor. For instance, in SSC a graph where all nodes are assigned the same color is feasible under the above definition, or, for ISC, a completely uncolored graph is feasible. Clearly these solutions are poor. However, it will turn out that the local minima of our energy functions will not only be feasible, but also locally optimal according to the definitions below. First we will define a state $S'$ to be a neighbor of state $S$ if $S \cup \{\delta_1\}$, $\exists \delta_1 \in \{k_1, \ldots, k_2\}^N$ and $S \neq S'$, that is if $S$ and $S'$ differ in exactly one component.

Definition 1: A minimal-violations $k$-coloring is a (not necessarily proper) coloring $S \in \{1, \ldots, k\}^N$ of all nodes in $G$ such that no coloring $S'$ that is a neighbor of $S$ has fewer violations.

Definition 2: A maximal $k$-coloring is a coloring of $G$ in which every subset $S' \subseteq V$ is properly colored and this coloring is not extendible, that is $\forall \delta \in V - C, \exists \delta_1 \in \{1, \ldots, k\}$ such that $C \cup \{\delta\}$ is a proper coloring.

Definition 3: A minimal coloring is a proper coloring $S \in \{1, \ldots, k\}^N$ of all the nodes in $G$ such that for every proper coloring $S'$ that is a neighbor of $S$, $n(S') \geq n(S)$, where $n(S)$ is the number of colors used in state $S$.

From the SSC energy function (2) it follows immediately that every local minimum yields a minimal-violations $k$ coloring. Similarly, in the case of ISC, when $\gamma < \gamma_{\text{ISC}}$, every local minimum of the energy function (3) yields a maximal $k$-coloring.

It turns out that also in the case of MC, when $\gamma < \gamma_{\text{MC}}$, local minima of the energy function (4) are minimal colorings. However, this is not immediately intuitive to see from the energy function definition as in the SSC and ISC cases. Therefore we have the following.

Lemma 3: Every local minimum of the MC energy function (4) with $\gamma < \gamma_{\text{MC}}$ is a minimal coloring.

Proof: Let $S$ be a local minimum with $\gamma < \gamma_{\text{MC}}$. Let $n_c(S)$ denote the number of nodes colored $c$ in state $S$. We will prove by contradiction that $S$ is a minimal coloring. Let $S'$ be a neighbor of $S$ that is also a proper coloring, and let $\forall \delta \in V - C, \exists \delta_1 \in \{1, \ldots, k\}$ such that $n(\delta) < n(\delta_1)$. Let $\delta$ be the component in which $S'$ differs from $S$. Let $S' = c$ and $S' = \delta \neq c$. Since $n(S') < n(S)$, $n_c(S) = 1$. Since $S$ is a local minimum, all colors of value less than $c$ are represented in $N(\delta)$, where $N(\delta)$ is the set of nodes connected by an edge to node $\delta$. Now, consider any color $d > c$ used in $S$. Any node $j$ colored $d$ is also
in \(N(i)\) (if not, then \(j\) could be recolored \(c\), which would imply that \(S'\) is not a local minimum). Hence, every color used in \(S'\) except \(c\) is represented in \(N(i)\). Thus \(S'_j = c' \neq c\) would imply \(S'\) has violations, which contradicts assumption.

4) Representability: We have seen that all local minima for the three problems yield locally optimal solutions. It turns out that for the SSC and ISC problems the converse is also true—every locally optimal coloring is represented as a local minimum of the energy function. We call this property representability. Specifically, we note the following.

- Every minimal-violations \(k\)-coloring is represented in some local minimum of the SSC energy function.
- Every maximal \(k\)-coloring is represented in some local minimum of the ISC energy function with \(\gamma < \gamma_{\text{ISC}}^k\).

On the other hand, it is not true that every minimal coloring is represented in a local minimum of the MC energy function with \(\gamma < \gamma_{\text{MC}}^k\). For instance a graph with two nodes connected by an edge where the nodes are colored one and three is a minimal coloring but not a local minimum.

5) Order Preservation: In mapping an optimization problem to an energy function, another desirable property is that lower minima of the energy function yield strictly better solutions of the problem, i.e., \(E(S') < E(S) \Rightarrow Q(S') > Q(S)\), where \(S'\) and \(S\) are two local minima states and \(Q(S)\) is the quality of solution \(S\). A feasible mapping with this property is said to be order-preserving.

One reason why the order-preserving property is a useful one is that if a mapping is feasible, representable, and order-preserving, then global optima of the energy function correspond to globally optimal solutions of the mapped problem. An even more practical value of the order-preserving property is based on the fact that one is rarely able to find an optimal solution, especially when the problem is NP-hard. Thus, since one will usually go only for local energy minima, the order-preserving property implies that deeper minima yield better solutions, while a mapping that preserves global optima might not be a useful one unless it is also order-preserving.

We now discuss the three mappings from this perspective. First we need to define a measure of solution quality. For the SSC problem we will define this as the number of properly colored edges, for the ISC problem as the number of colored nodes, and for the MC problem as the negative of the number of distinct colors used.

It can be easily seen that both the SSC and the ISC mappings are order-preserving. Unfortunately, the MC mapping (4) is not order-preserving since lower energies do not necessarily correspond to colorings that use fewer colors (Fig. 3).

An idealized variant of this mapping, however, is almost order-preserving in the following sense: \(E(S') < E(S) \Rightarrow Q(S') > Q(S)\), for any two states \(S', S\). Specifically, we generalize the MC energy function (4) to

\[
E_{\text{MC}}(S) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} \delta(S_i, S_j) + \gamma \sum_{c=1}^{k} w_c n_c(S) \tag{14}
\]

where \(w_c\) denotes the weight of color \(c\) and \(n_c(S)\) is the number of components colored \(c\) in \(S\). With \(w_c = \cdot c\), (14) reduces to (4).

**Lemma 4:** With \(w_c = N^c\) a feasible mapping of MC with regard to (14) is almost order preserving.

**Proof by Contradiction:** In a feasible mapping, let \(S'\) and \(S''\) be two local minima, and suppose \(E(S') < E(S'')\) (if no such minima exist, the mapping is trivially order-preserving). Let \(k\) and \(k'\) represent the highest color values used in \(S'\) and \(S''\), respectively, and suppose \(k > k'\). Then

\[
N^{k+1} \leq \sum_{c=1}^{k} N^n n_c(S')
\]

since \(n_{k+1} \geq 1\) and since there are no gaps in the coloring \(S'\). Furthermore,

\[
\sum_{c=1}^{k'} N^n n_c(S'') \leq N^{k'+1}
\]

Finally, since \(E(S') < E(S'')\) and both minima are feasible

\[
\sum_{c=1}^{k} N^n n_c(S') < \sum_{c=1}^{k'} N^n n_c(S'')
\]

We have a contradiction.

Earlier, Korst and Aarts [29] encoded the MC problem to a Boltzmann machine with binary neurons (we use multivalued neurons). They obtained an analog of Lemma 4 in which they defined \(w_c\) recursively in terms of \(w_1, \ldots, w_{k-1}\). It turns out that Lemma 4 is asymptotically equivalent to their condition, while the proof above is simpler. Neither mapping is practical, though, since the weights \(w_c\) grow exponentially with \(c\). Like Korst and Aarts, we will take a pragmatic approach. In particular, we will go back to our original encoding (4) with \(w_c = c\). We will see that the network using (4) finds good solutions, comparable in quality to the ones found by state-of-the-art methods.

**V. THE ENERGY MINIMIZATION ALGORITHM**

Here we describe a generic energy minimization algorithm applicable to the mapping of all three problems.

The algorithm has two nested loops, an inner loop and an outer loop. The inner loop starts from a certain initial state and serially updates states until a minimum is reached. The outer loop repeatedly restarts the inner loop from different, randomly chosen, initial states and outputs the best solution found in any restart. The value of the outer loop is in compensating for the limited optimization ability of the inner loop by using multiple restarts.

In the case of the ISC and MC problems, an intermediate loop will also perform an annealing of the parameter \(\gamma\), interpreted as a temperature. Annealing will permit occasional uphill moves to escape local minima.
### The Inner Loop:

At each time step, the color of one node is changed to reduce energy. When no change can further reduce energy, a local minimum is reached and the loop ends. At each time step, the node whose color is to be changed and the new color \( c \) are picked as

\[
(i, c) = F(\Delta E(t))
\]

where \( \Delta E(t) \) is the matrix of \( \Delta E_{ij}(c, t) \) for all pairs \((i, c)\) and \( F \) is any function of this matrix that returns some neuron-color pair \((i, c)\) satisfying \( \Delta E_{ij}(c, t) < 0 \) when this is possible and \((0, 0)\) when this is not. When \( i > 0 \), recoloring node \( i \) with \( c \) will necessarily reduce energy. The pseudo-code of the inner loop is shown in Fig. 4.

We can make different choices of \( F \) to embody different heuristics. Note that all will reduce energy. Let \( D = \{(i, c) \mid \Delta E_{ij}(c, t) < 0\} \). Reasonable choices of \( F \) include:

- **greedy**: \( F \) returns the pair \((i, c)\) in \( D \) with the minimum value of \( \Delta E_{ij}(c, t) \) in \( D \);
- **random**: \( F \) returns any random pair \((i, c)\) in \( D \) with equal probability;
- **probabilistic-greedy**: \( F \) returns a pair \((i, c)\) in \( D \) with probability \( (\Delta E_{ij}(c, t))/\sum_{(i', c') \in D} \Delta E_{ij}(c', t) \).

In all cases, \( F \) will return \((0, 0)\) if \( D \) is empty.

The subroutine `compute_DeltaE()` rather than computing \( \Delta E \) from scratch as does `compute_DeltaE()`, creates the new \( \Delta E \) by updating the old \( \Delta E \). This results in a significant speedup over `compute_DeltaE()`. We will distinguish two cases: 1) update \( \Delta E_i(t) \), the row of \( \Delta E \) corresponding to node \( i \) that has just changed color, and 2) update \( \Delta E_j(t) \) for all nodes \( j \) adjacent to node \( i \) in \( G \). Rows in \( \Delta E \) of nonneighbors of \( i \) will not need updating.

Let us first consider case 1). Our goal is to compute \( \Delta E_i(c', t) \) for all possible colors \( c' \). Rather than recomputing all values from scratch, we can compute them as the sum of their previous value (at time \( t-1 \)) and the variation caused by the recoloring of node \( i \) at time \( t \), the **delta energy variation**, as in

\[
\Delta E_i(c', t) = \Delta E_i(c', t-1) + \Delta^2 E_i(c', t).
\]

Computing \( \Delta^2 E_i(c', t) \) therefore reduces to computing \( \Delta^2 E_i(c', t) \) for all colors \( c' \). From (16)

\[
\Delta^2 E_i(c', t) = \Delta E_i(c', t) - \Delta E_i(c', t-1).
\]

To compute this delta energy variation for SSC, ISC, and MC we consider that \( S_j(t-1) = S_j(t) \), since only node \( j \) has been recolored. In the following equations, we use \( S_j(t) \) rather than \( c \) to indicate the color of node \( j \) at time \( t \), to avoid confusion.

For the SSC energy function, from (5)

\[
\Delta^2 E_j(c', t) = \sum_{j=1}^{N} A_{ij} [\delta(S_i(t-1), S_j(t)) - \delta(S_i(t), S_j(t))].
\]

For the ISC energy function, from (6)

\[
\Delta^2 E_j(c', t) = \sum_{j=1}^{N} A_{ij} \left[ \text{sgn}(S_i(t-1)S_j(t))\delta(S_i(t-1), S_j(t)) - \text{sgn}(S_i(t-1))\delta(S_i(t), S_j(t)) \right] - \gamma(S_i(t-1) - S_i(t)).
\]

For the MC energy function, from (7)

\[
\Delta^2 E_j(c', t) = \sum_{j=1}^{N} A_{ij} \left[ \delta(S_i(t-1), S_j(t)) - \delta(S_i(t), S_j(t)) \right] - \gamma(S_i(t-1) - S_i(t)).
\]

Note that none of the \( \Delta^2 E_j(c', t) \) depend on \( c' \). Thus, while the values \( \Delta^2 E_j(c', t) \) may be different for different colors \( c' \), a single value is used to update them from their previous values. Using this idea, the complexity of computing the vector \( \Delta E_i(t) \) is reduced from \( \Theta(Nk) \) using (1) to \( O(N + k) \) using (16).

Let us now consider case 2), the update of the \( \Delta E \)'s of all node \( i \)'s neighbors. As in the previous case, we compute the variation in the delta energies for all possible colors \( c' \) in each node \( j \in N(i) \).

For SSC, from (5)

\[
\Delta^2 E_j(c', t) = \delta(c', S_j(t)) - \delta(S_i(t), S_j(t)) - \delta(c', S_i(t-1)) + \delta(S_j(t), S_i(t-1)).
\]

For ISC, from (6)

\[
\Delta^2 E_j(c', t) = \text{sgn}(S_i(t-1))\delta(c', S_j(t)) - \text{sgn}(S_j(t)S_i(t)) \times \delta(S_j(t), S_i(t-1)) - \text{sgn}(S_j(t-1))\delta(S_i(t), S_j(t)) \times \delta(c', S_i(t-1)) + \text{sgn}(S_j(t)S_i(t-1)) \times \delta(S_i(t), S_j(t-1))
\]

and for MC, from (7)

\[
\Delta^2 E_j(c', t) = \delta(c', S_i(t)) - \delta(S_i(t), S_j(t)) - \delta(c', S_i(t-1)) + \delta(S_j(t), S_i(t-1)).
\]

Therefore, the computational complexity of computing the vectors \( \Delta E_i(t) \)'s of all neighbors \( j \) of node \( i \) is reduced from \( \Theta(N^2k) \) in the worst case using (1) to \( O(Nk) \) using (16).
2) The Annealing Loop: In the ISC and MC cases, the multiplier $\gamma$ in (3) and (4) may be used to play the role of a temperature. Large values of $\gamma$ permit uphill moves in the landscape of the energy function of small $\gamma$. In the ISC case, when $\gamma$ is large more vertices may be colored at the expense of some edges becoming improperly colored. In the MC case, when $\gamma$ is large a vertex colored with a high-valued color may be recolored with a lower-valued color (possibly reducing the total number of colors used) even at the expense of some edges becoming improperly colored. These observations suggest that we include in our algorithm an annealing loop. After experimentation we decided upon the algorithm in Fig. 5.

Two values of $\gamma_L$ and $\gamma_H$ are passed from the outside, with $\gamma_L$ in the feasibility region ($\gamma_L < \gamma^*$) and $\gamma_H$ in the infeasibility region. The annealing loop first finds a proper coloring (using $\gamma_L$) and then follows a two-step schedule in which $\gamma_H$ and $\gamma_L$ are used alternatively while the solution quality keeps improving. When the quality of the solution found is not better than in the previous iteration, the loop ends and returns the best solution found.

In this procedure, $\gamma_L$ and $\gamma_H$ play a fundamental role. The value of $\gamma_L$ must be less than $\gamma^*$ to obtain a proper coloring, but experimentally the energy descent evolution is almost insensitive to its specific value. Therefore, the value of $\gamma_L$ can be computed directly. For example, in the ISC case we can set $\gamma_L = 0.9$ and in the MC case we can set $\gamma_L = 1/(2\Delta(G))$.

On the other hand, the annealing procedure is strongly sensitive to the value of $\gamma_H$. When $\gamma_H$ is small, the uphill moves permitted are limited, and the probability of reaching a different, lower proper minimum in the subsequent energy descent is small. When $\gamma_H$ is large, too many uphill moves are permitted, and too much information related to the previous proper coloring is lost. Our heuristic is based on the idea of improving the current solution by permitting a large number of uphill moves while still preserving much of the current feasible state.

To set the value of $\gamma_H$ we introduce the function $\text{find\_gammaH}()$, whose pseudocode is shown in Fig. 6. This function is invoked in the outer loop (Fig. 7) before the first call to the annealing loop.

In the ISC case, for a certain value of $k$, the first proper coloring will color a certain fraction of the nodes. To implement the heuristic, we simply keep increasing the value of $\gamma_H$ (in increments of value $\delta_\gamma$) until all nodes are colored. The first value of $\gamma$ for which this happens will be used as $\gamma_H$. The
function \texttt{gammaH\_found()} in the ISC case will return a TRUE value only if all nodes are colored. The increment \( \delta_c \) in the ISC case will be set to one. This is justified by the fact that the number of violations that are permitted for coloring a previously uncolored vertex is equal to the value of \( \gamma_{\text{ISC}} \) (6). Therefore increments of less than a unit do not increase the possibility of uphill moves.

In the MC case, after the first proper coloring, we increase the value of \( \gamma \) until the number of distinct colors used decreases below a certain fraction \( f \) of the colors used in the first coloring \((f = 3/4, \text{for instance})\). In the MC case, therefore, the function \texttt{gammaH\_found()} requires both the current state \( S^t \) and the initial feasible state \( S^0_{\text{baseline}} \). The increment \( \delta_c \) in the MC case is set to the value \( \gamma_{\text{MC}}^t \). From (7) and the proof of Lemma 2, we see that when increasing \( \gamma \) by an amount \( \delta_c = \gamma_{\text{MC}}^t \), the number of violations allowed for recoloring vertices with lower color values will increase by at least one.

3) The Outer Loop: Fig. 7 shows the pseudocode for the outer loop. At each restart, based on the value of \( k \), the nodes' states are randomly initialized and then the annealing loop function is called. If the solution found is better than the previous best, it then becomes the new current best solution. The algorithm eventually outputs the best solution found.

VI. EXPERIMENTAL RESULTS

Our programs (SSC, ISC, and MC) were written in C, compiled with the GNU \texttt{gcc} compiler (-O3 optimization) and run on a 466 MHz Alpha. The programs were tested on the official benchmarks from the 1993 DIMACS graph coloring challenge [18], [25]. These graphs include several random graphs (DSJC\(x.y \)), geometric random graphs (DSJR\(x.y \) and R\(x.y[c] \), “quasirandom” graphs (flat\(x.y \), flat\(x.y\_0 \), graphs from real-life applications (fpos2\(i.x \), inith\(i.x \), mulsol\(i.1 \) and zeroin\(i.1 \) map register allocation problems, school1 and school\(1.\_nsh \) are class scheduling graphs), graphs mapping combinatorial problems (queen\(x.y \), and artificial graphs (myciel\(x \), lex\(y \), lex\(y \).)

For the selection function \( F \), with multiple random restarts a greedy, steepest-descent selection yields the best results in the case of SSC. In the cases of ISC and MC, we use different selection functions \( F \) in different steps of the annealing. Even though single results may exhibit variations, the best combination appears to be the use of a greedy selection when the goal is to reach
TABLE II
RESULTS FROM SSC- AND ISC-BASED ALGORITHMS (SSC-B AND ISC-B, RESPECTIVELY) FOR MINIMUM COLORING, AND RESULTS FROM MC. TIMES ARE IN SECONDS [h:s] OR, WHEN LONGER THAN ONE HOUR, IN HOUR: MINUTE FORMAT

<table>
<thead>
<tr>
<th>Graph</th>
<th>(k)</th>
<th>t [s]</th>
<th>(k)</th>
<th>t [s]</th>
<th>(k)</th>
<th>t [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSJC1000.1</td>
<td>1000</td>
<td>99258 (21)</td>
<td>34.4</td>
<td>74.1</td>
<td>34.4</td>
<td>11.6</td>
</tr>
<tr>
<td>DSJC1000.5</td>
<td>1000</td>
<td>499652 (84)</td>
<td>142.7</td>
<td>887.7</td>
<td>142.7</td>
<td>125.3</td>
</tr>
<tr>
<td>DSJC1000.9</td>
<td>1000</td>
<td>898898 (226)</td>
<td>351.7</td>
<td>121.1</td>
<td>353.3</td>
<td>1102.4</td>
</tr>
<tr>
<td>DSJC250.1</td>
<td>250</td>
<td>6436 (8)</td>
<td>13.0</td>
<td>0.7</td>
<td>12.4</td>
<td>0.5</td>
</tr>
<tr>
<td>DSJC250.5</td>
<td>250</td>
<td>31336 (28)</td>
<td>45.0</td>
<td>5.3</td>
<td>43.9</td>
<td>3.2</td>
</tr>
<tr>
<td>DSJC250.9</td>
<td>250</td>
<td>579794 (72)</td>
<td>103.2</td>
<td>13.9</td>
<td>102.0</td>
<td>13.5</td>
</tr>
<tr>
<td>DSJC50.1</td>
<td>500</td>
<td>24016 (12)</td>
<td>204.1</td>
<td>5.6</td>
<td>204.1</td>
<td>2.1</td>
</tr>
<tr>
<td>DSJC50.5</td>
<td>500</td>
<td>125248 (48)</td>
<td>79.8</td>
<td>63.7</td>
<td>79.5</td>
<td>18.9</td>
</tr>
<tr>
<td>DSJC50.9</td>
<td>500</td>
<td>224874 (126)</td>
<td>189.1</td>
<td>222.1</td>
<td>192.0</td>
<td>101.6</td>
</tr>
<tr>
<td>DSJR50.1</td>
<td>500</td>
<td>7110 (12)</td>
<td>14.1</td>
<td>2.6</td>
<td>14.2</td>
<td>0.8</td>
</tr>
<tr>
<td>DSJR50.5</td>
<td>500</td>
<td>117724 (123)</td>
<td>161.8</td>
<td>84.9</td>
<td>162.3</td>
<td>38.0</td>
</tr>
<tr>
<td>flat1000.50</td>
<td>5000</td>
<td>245000 (50)</td>
<td>139.7</td>
<td>938.5</td>
<td>140.7</td>
<td>130.3</td>
</tr>
<tr>
<td>flat1000.76</td>
<td>5000</td>
<td>246708 (76)</td>
<td>141.0</td>
<td>906.5</td>
<td>140.1</td>
<td>118.6</td>
</tr>
<tr>
<td>flat300.20</td>
<td>300</td>
<td>21375 (20)</td>
<td>49.0</td>
<td>9.1</td>
<td>49.2</td>
<td>4.6</td>
</tr>
<tr>
<td>flat300.28</td>
<td>300</td>
<td>21605 (28)</td>
<td>50.5</td>
<td>9.2</td>
<td>49.4</td>
<td>4.9</td>
</tr>
<tr>
<td>fspod21.1</td>
<td>496</td>
<td>11654 (65)</td>
<td>96.2</td>
<td>10.3</td>
<td>108.8</td>
<td>5.7</td>
</tr>
<tr>
<td>fspod21.2</td>
<td>451</td>
<td>8691 (30)</td>
<td>90.7</td>
<td>5.9</td>
<td>113.1</td>
<td>5.2</td>
</tr>
<tr>
<td>initlix1.1</td>
<td>864</td>
<td>18707 (54)</td>
<td>107.8</td>
<td>54.1</td>
<td>128.0</td>
<td>12.1</td>
</tr>
<tr>
<td>initlix1.2</td>
<td>645</td>
<td>13979 (31)</td>
<td>97.4</td>
<td>23.8</td>
<td>120.4</td>
<td>10.6</td>
</tr>
<tr>
<td>le50.15a</td>
<td>450</td>
<td>8168 (15)</td>
<td>22.8</td>
<td>4.9</td>
<td>23.1</td>
<td>2.5</td>
</tr>
<tr>
<td>le50.15c</td>
<td>450</td>
<td>16680 (15)</td>
<td>33.1</td>
<td>11.2</td>
<td>33.6</td>
<td>6.0</td>
</tr>
<tr>
<td>le50.25a</td>
<td>450</td>
<td>9280 (25)</td>
<td>29.6</td>
<td>4.8</td>
<td>30.3</td>
<td>2.6</td>
</tr>
<tr>
<td>le50.25c</td>
<td>450</td>
<td>17343 (25)</td>
<td>39.4</td>
<td>10.0</td>
<td>39.7</td>
<td>5.6</td>
</tr>
<tr>
<td>le50.5a</td>
<td>450</td>
<td>3714 (5)</td>
<td>13.4</td>
<td>2.8</td>
<td>13.1</td>
<td>1.1</td>
</tr>
<tr>
<td>le50.5c</td>
<td>450</td>
<td>9803 (5)</td>
<td>17.3</td>
<td>4.2</td>
<td>17.4</td>
<td>1.7</td>
</tr>
<tr>
<td>miles1500</td>
<td>128</td>
<td>10396 (73)</td>
<td>75.9</td>
<td>1.0</td>
<td>75.9</td>
<td>1.4</td>
</tr>
<tr>
<td>miles250</td>
<td>128</td>
<td>774 (8)</td>
<td>8.8</td>
<td>0.1</td>
<td>8.5</td>
<td>0.1</td>
</tr>
<tr>
<td>miles750</td>
<td>128</td>
<td>4226 (31)</td>
<td>34.4</td>
<td>0.2</td>
<td>34.2</td>
<td>0.3</td>
</tr>
<tr>
<td>mbol1.1</td>
<td>197</td>
<td>3925 (49)</td>
<td>52.2</td>
<td>0.9</td>
<td>52.2</td>
<td>1.1</td>
</tr>
<tr>
<td>mbol6</td>
<td>47</td>
<td>236 (6)</td>
<td>6.0</td>
<td>0.1</td>
<td>6.0</td>
<td>0.1</td>
</tr>
<tr>
<td>mbol6</td>
<td>95</td>
<td>755 (7)</td>
<td>7.0</td>
<td>0.1</td>
<td>7.0</td>
<td>0.1</td>
</tr>
<tr>
<td>mbol7</td>
<td>191</td>
<td>2360 (8)</td>
<td>8.2</td>
<td>0.5</td>
<td>8.8</td>
<td>0.4</td>
</tr>
<tr>
<td>queen13.13</td>
<td>169</td>
<td>6656 (13)</td>
<td>19.4</td>
<td>0.5</td>
<td>19.1</td>
<td>0.7</td>
</tr>
<tr>
<td>queen14.14</td>
<td>196</td>
<td>8372 (18)</td>
<td>20.9</td>
<td>0.8</td>
<td>20.3</td>
<td>0.9</td>
</tr>
<tr>
<td>queen15.15</td>
<td>225</td>
<td>10380 (17)</td>
<td>22.2</td>
<td>1.0</td>
<td>21.8</td>
<td>1.1</td>
</tr>
<tr>
<td>queen16.16</td>
<td>256</td>
<td>12640 (18)</td>
<td>23.7</td>
<td>1.3</td>
<td>23.6</td>
<td>1.3</td>
</tr>
<tr>
<td>school1</td>
<td>365</td>
<td>19095 (14)</td>
<td>45.1</td>
<td>8.9</td>
<td>47.2</td>
<td>4.8</td>
</tr>
<tr>
<td>zeron1.1</td>
<td>211</td>
<td>4190 (49)</td>
<td>60.4</td>
<td>0.9</td>
<td>61.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

a feasible minimum \((\gamma = \gamma_L)\), and a random selection when the goal is to move uphill and escape the local minimum \((\gamma = \gamma_H)\). A randomized-greedy selection function works about as well in either step, but is slightly slower in execution.

1) Spanning and Induced Subgraph k Coloring: Table I reports averaged results over multiple runs of the SSC and the ISC programs. In both programs, the number of colors allowed is indicated in the \(\chi\) column. The value of \(k\) was set to \(\chi\) when known. We did this to make the problems hard yet fully solvable, to permit evaluation of results. When \(\chi\) was not known, \(k\) was set to the cardinality of the smallest known coloring we were able to find in the literature (values in parentheses). The total number of restarts was set to 20 for the SSC program, which does not perform annealing. For the ISC program the total number of restarts was set to 20 for all graphs.

The results exhibit a large variation in solution quality. This is expected because the test graphs are significantly different from each other and they were created with "difficult to color" characteristics for the DIMACS challenge. However, in most instances, SSC colors more than 98% of the edges properly and ISC colors more than 85% of the nodes properly.

2) Minimum Coloring: In Table II we compare our three algorithms on the minimum coloring problem on the same graphs as in Table I. A minimum coloring can be found using SSC and ISC algorithms by adapting them to perform a binary search starting at \(k = \Delta(G) + 1\). The names SSC-B and ISC-B indicate the binary search versions of SSC and ISC, respectively. The maximum number of restarts allowed at each stage of the search was \(N/10\) for SSC-B and 20 for ISC-B, while the MC program was run with 10 restarts. The MC algorithm consistently performs better than SSC-B and ISC-B, even if allowed a smaller number of restarts.

3) Comparison With Other Methods: Finally, Table III compares MC with other algorithms reported in the literature (all timings are from the respective papers).

The recursive binary adaptation (RBA) algorithm proposed by Jagota [22] is the only other neural algorithm for which we have results on DIMACS benchmarks. All the other neural approaches to the minimum coloring mentioned in Section II either do not offer experimental results or their test graphs are not available. Timings for RBA are on a SUN Sparc 10.

"Coud" is the sequential coloring algorithm as modified by Coudert [4], probably the most efficient approach to date to...
The nonneural algorithms specifically developed to solve the graph coloring problem tend to perform better than the neural ones. However, we see that no algorithm wins consistently, and that our implementation can still perform better than the other ones in some cases.

VII. CONCLUSION

We described a generalized quasi-Hopfield network approach to optimization that provides an algorithmic framework in which the problem-specific issues are embedded only in the energy function that the network evolution tries to minimize. We applied this approach to the solution of a family of NP-hard graph coloring problems, specifically the minimum coloring problem, the spanning subgraph \( k \)-coloring problem and the induced subgraph \( k \)-coloring problem.

The use of multivalued neurons allowed a network representation that is more natural and compact than in previous similar approaches. This reduced the network size from \( N^2 \) to asymptotically and eliminated the possibility of conflicts among neurons in the same cluster.

Experimental results showed that the performance of such a method compares favorably with other neural and nonneural approaches to the graph coloring problem. While acknowledging that the nonneural algorithms performed better on average on

---

**TABLE III**

A Comparison of MC With Other Neural (RBA) and Non-Neural Approaches to Graph Coloring. Times Are in Seconds (in [s]) or, When Longer Than One Hour, in Hour:Minute Format

<table>
<thead>
<tr>
<th>Graph</th>
<th>MC</th>
<th>RBA</th>
<th>Coud</th>
<th>lmXRLF</th>
<th>SWO</th>
<th>DSAATUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>( \chi )</td>
<td>( k )</td>
<td>( t )</td>
<td>( k )</td>
<td>( t )</td>
<td>( k )</td>
</tr>
<tr>
<td>DSJC125.5 (17)</td>
<td>213</td>
<td>0.4</td>
<td>26</td>
<td>42.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSJC250.1 (28)</td>
<td>36.5</td>
<td>1.9</td>
<td>43</td>
<td>478.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSJC500.5 (48)</td>
<td>63.6</td>
<td>12.2</td>
<td>72</td>
<td>1.47</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSJC1000.5 (84)</td>
<td>111.5</td>
<td>91.7</td>
<td>127</td>
<td>2633</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSJR500.1</td>
<td>12</td>
<td>13.0</td>
<td>0.6</td>
<td>15</td>
<td>907.0</td>
<td>12</td>
</tr>
<tr>
<td>DSJR500.1 (123)</td>
<td>133.3</td>
<td>17.6</td>
<td>143</td>
<td>4.42</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R125.1</td>
<td>5</td>
<td>5.0</td>
<td>1.1</td>
<td>46</td>
<td>96.0</td>
<td>46</td>
</tr>
<tr>
<td>R125.1c</td>
<td>36</td>
<td>38.8</td>
<td>0.5</td>
<td>44</td>
<td>81.0</td>
<td>36</td>
</tr>
<tr>
<td>R125.5</td>
<td>8</td>
<td>8.0</td>
<td>0.2</td>
<td>9</td>
<td>103.0</td>
<td>8</td>
</tr>
<tr>
<td>R250.1c</td>
<td>64</td>
<td>65.8</td>
<td>5.2</td>
<td>76</td>
<td>1133.0</td>
<td>64</td>
</tr>
<tr>
<td>R250.5</td>
<td>65</td>
<td>70.4</td>
<td>2.5</td>
<td>79</td>
<td>1046.0</td>
<td>-</td>
</tr>
<tr>
<td>R1000.1</td>
<td>20</td>
<td>22.3</td>
<td>2.6</td>
<td>21</td>
<td>3.18</td>
<td>20</td>
</tr>
<tr>
<td>R1000.5 (1238)</td>
<td>260.4</td>
<td>156.4</td>
<td>275</td>
<td>56.54</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>flat300.20.0</td>
<td>20</td>
<td>38.7</td>
<td>2.9</td>
<td>20</td>
<td>491.0</td>
<td>-</td>
</tr>
<tr>
<td>flat300.26.0</td>
<td>26</td>
<td>40.4</td>
<td>2.9</td>
<td>26</td>
<td>540.0</td>
<td>-</td>
</tr>
<tr>
<td>flat300.28.0</td>
<td>28</td>
<td>40.3</td>
<td>2.7</td>
<td>28</td>
<td>690.0</td>
<td>-</td>
</tr>
<tr>
<td>flat1000.50.0</td>
<td>50</td>
<td>108.4</td>
<td>85.2</td>
<td>50</td>
<td>8.31</td>
<td>50</td>
</tr>
<tr>
<td>flat1000.60.0</td>
<td>60</td>
<td>109.2</td>
<td>93.9</td>
<td>60</td>
<td>10.8</td>
<td>60</td>
</tr>
<tr>
<td>flat1000.76.0</td>
<td>76</td>
<td>109.7</td>
<td>100.9</td>
<td>76</td>
<td>13.17</td>
<td>-</td>
</tr>
<tr>
<td>le450.15a</td>
<td>15</td>
<td>18.0</td>
<td>1.1</td>
<td>22</td>
<td>1162.0</td>
<td>-</td>
</tr>
<tr>
<td>le450.15b</td>
<td>15</td>
<td>18.0</td>
<td>1.1</td>
<td>22</td>
<td>1168.0</td>
<td>-</td>
</tr>
<tr>
<td>le450.15c</td>
<td>15</td>
<td>25.4</td>
<td>2.1</td>
<td>30</td>
<td>1694.0</td>
<td>-</td>
</tr>
<tr>
<td>le450.15d</td>
<td>15</td>
<td>25.9</td>
<td>2.1</td>
<td>31</td>
<td>1766.0</td>
<td>-</td>
</tr>
<tr>
<td>musel1.1</td>
<td>49</td>
<td>49.0</td>
<td>0.5</td>
<td>49</td>
<td>379.0</td>
<td>49</td>
</tr>
<tr>
<td>mycel5</td>
<td>6</td>
<td>6.0</td>
<td>0.1</td>
<td>-</td>
<td>6</td>
<td>4.17</td>
</tr>
<tr>
<td>mycel6</td>
<td>7</td>
<td>7.0</td>
<td>0.1</td>
<td>-</td>
<td>7</td>
<td>35.22</td>
</tr>
<tr>
<td>mycel7</td>
<td>8</td>
<td>8.0</td>
<td>0.2</td>
<td>-</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td>queen8.8</td>
<td>9</td>
<td>10.6</td>
<td>0.1</td>
<td>-</td>
<td>9</td>
<td>38.69</td>
</tr>
<tr>
<td>queen9.9</td>
<td>10</td>
<td>11.9</td>
<td>0.1</td>
<td>-</td>
<td>10</td>
<td>5.12</td>
</tr>
<tr>
<td>queen15.15 (17)</td>
<td>25.4</td>
<td>2.1</td>
<td>30</td>
<td>1694.0</td>
<td>-</td>
<td>21</td>
</tr>
<tr>
<td>queen15.16 (18)</td>
<td>21.0</td>
<td>0.7</td>
<td>-</td>
<td>18</td>
<td>-</td>
<td>22.1</td>
</tr>
<tr>
<td>school1</td>
<td>14</td>
<td>28.3</td>
<td>2.6</td>
<td>42</td>
<td>2178.0</td>
<td>14</td>
</tr>
<tr>
<td>school1.nsh</td>
<td>14</td>
<td>23.5</td>
<td>2.0</td>
<td>39</td>
<td>1640.0</td>
<td>14</td>
</tr>
</tbody>
</table>
this specific problem, our approach retains its characteristics of generality that might make it successfully applicable to other optimization problems. Finally, due to its simple, clean structure, this approach is also intrinsically easy to parallelize.
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